New Update Rules based on Kullback-Leibler, Gamma, and Rényi Divergences for Nonnegative Matrix Factorization
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Abstract—Three new update rules based on Kullback-Leibler divergence, \(\gamma\)-divergence and Rényi divergence for nonnegative matrix factorization are presented in this paper. An important advantage of these update rules is that they are globally convergent in the sense that any sequence of solutions contains at least one convergent subsequence and the limit of any convergent subsequence is a stationary point of the corresponding optimization problem.

1. Introduction

Nonnegative matrix factorization (NMF) [1] is a technique to decompose a given nonnegative matrix \(X \in \mathbb{R}^{m \times n}_{+}\) into two nonnegative matrices \(W \in \mathbb{R}^{m \times r}_{+}\) and \(H \in \mathbb{R}^{r \times n}_{+}\) such that

\[
X \approx WH
\]  
(1)

where \(\mathbb{R}_{+}\) denotes the set of nonnegative numbers and \(r\) is a positive integer less than \(\min(m, n)\). NMF is usually formulated as an optimization problem to minimize an error function subject to the nonnegativity constraint on each variable. As a simple and efficient method for finding local optimal solutions of such problems, multiplicative updates developed by Lee and Seung [1, 2] are widely used.

Recently, Yang and Oja [3] proposed a unified method for constructing multiplicative update rules for NMF, and derived eleven update rules from eleven error functions. However, all of these rules have a common serious problem that the global convergence is not guaranteed. By the global convergence, we mean that any sequence of solutions has at least one convergent subsequence and the limit of any convergent subsequence is a stationary point of the corresponding optimization problem [4]. One of the reasons for this is that the update rules are not well-defined [5].

In order to avoid this problem, Takahashi et al. [6] applied a simple modification technique proposed by Gillis and Glineur [7] to the eleven multiplicative update rules and studied their global convergence. As a result, they proved that eight among the eleven update rules are globally convergent. However, they did not prove the global convergence of the remaining three update rules, that are based on Kullback-Leibler divergence, \(\gamma\)-divergence and Rényi divergence (see Table 1).

In this paper, we propose new update rules based on the above-mentioned three divergences, and prove their global convergence. The key idea is not to use each divergence directly as an error function but to add a penalty term to it. This is based on the observation that if each divergence is directly used as an error function then we can increase the values of variables as much as we want while keeping the value of the error function fixed.

2. Multiplicative Updates for NMF

Suppose that we are given a nonnegative matrix \(X \in \mathbb{R}^{m \times n}_{+}\) and a positive integer \(r < \min(m, n)\). We will assume throughout this paper that every row and column of \(X\) has at least one nonzero entry. Then, the problem of finding \(W\) and \(H\) in (1) is formulated as

\[
\text{maximize } D(W, H) \\
\text{subject to } W \geq O_{m \times r}, H \geq O_{r \times n}
\]  
(2)

where \(D(W, H)\) is an error function and \(O_{m \times r}, O_{r \times n}\) (resp.) is the \(m \times r\) (resp.) zero matrix. Throughout this paper, matrix inequalities are understood componentwise.

Multiplicative updates are efficient iterative methods for finding local optimal solutions of the constrained optimization problem (2). Lee and Seung [1, 2] first derived two multiplicative updates based on Euclidean distance and I-divergence by making use of auxiliary functions. This approach was recently generalized by Yang and Oja [3] so that it can be applied to many error functions. In fact, they derived eleven multiplicative updates including the ones of Lee and Seung by using the method summarized below.

1. If the error function \(D(W, H)\) contains a logarithmic function, rewrite it in a generalized polynomial form by using the relationship:

\[
\ln z = \lim_{\delta \to 0^+} \frac{z^\delta - 1}{\delta}.
\]
Table 1: Error functions based on Kullback-Leibler, gamma, and Rényi divergences [3].

<table>
<thead>
<tr>
<th>Error function</th>
<th>$D(W, H)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kullback-Leibler divergence</td>
<td>$\sum_{ij} X_{ij} \ln \frac{(WH)<em>{ij}}{\sum</em>{ab}(WH)_{ab}}$</td>
</tr>
<tr>
<td>y-divergence</td>
<td>$\frac{1}{y(1 + y)} \ln \left( \sum_{ij} X_{ij}^{1+y} \right) + y \ln \left( \sum_{ij} (WH)<em>{ij}^{1+y} \right) - (1 + y) \ln \left( \sum</em>{ij} X_{ij}(WH)_{ij}^{1+y} \right)$ $(y \neq -1, 0)$</td>
</tr>
<tr>
<td>Rényi divergence</td>
<td>$\frac{1}{\rho - 1} \ln \left( \sum_{ij} \left( \frac{X_{ij}}{\sum_{ab}X_{ab}} \right) \phi \left( \frac{(WH)<em>{ij}}{\sum</em>{ab}(WH)_{ab}} \right)^{\rho} \right)$ $(\rho &gt; 0, \rho \neq 1)$</td>
</tr>
</tbody>
</table>

2. Construct an auxiliary function $\bar{D}(W, H, \bar{W}, \bar{H}) : \mathbb{R}^{m \times r} \times \mathbb{R}^{r \times n} \times \mathbb{R}^{m \times r} \times \mathbb{R}^{r \times n} \rightarrow \mathbb{R}$ of the error function $D(W, H)$ where $\mathbb{R}^+$ denotes the set of positive numbers, that satisfies

$$\forall W > O_{m \times r}, H > O_{r \times n}, \bar{W} > O_{m \times r}, \bar{H} > O_{r \times n},$$

$$D(W, H, \bar{W}, \bar{H}) \geq D(W, H)$$

and

$$\forall W > O_{m \times r}, H > O_{r \times n},$$


3. Let $\bar{W}$ and $\bar{H}$ be any positive matrices and let $W^*$ be the unique minimizer of the function $\phi(W) = D(W, H, \bar{W}, \bar{H})$. Then $W^*$ is expressed as a function of $W$ and $H$ which gives a multiplicative update rule for $W^*$. Also, let $\bar{W}$ and $\bar{H}$ be any positive matrices and let $H^*$ be the unique minimizer of the function $\phi(H) = D(W, \bar{W}, \bar{H}, H)$. Then $H^*$ is expressed as a function of $\bar{W}$ and $\bar{H}$ which gives a multiplicative update rule for $H^*$.

Table 2 shows three multiplicative update rules obtained by applying this method to the error functions in Table 1.

3. Modified Updates and Their Global Convergence

Every multiplicative update rules presented in [3] is not defined for all pairs of nonnegative matrices $W$ and $H$. This is because each update rule contains a rational function of $W$ and $H$ and the denominator can become zero (see Table 2). A simple way to avoid this problem is to use the modified update rule [7] which can be expressed as

$$W^{(i+1)}_{ik} = \max\left(\epsilon, f_{ik}(W^{(i)}, H^{(0)})\right),$$

$$H^{(i+1)}_{kj} = \max\left(\epsilon, g_{kj}(W^{(i+1)}, H^{(0)})\right),$$

where $f_{ik}$ and $g_{kj}$ represent the original updates for $W_{ik}$ and $H_{kj}$, respectively, and $\epsilon$ is a small positive constant specified by the user. In the following, we will focus our attention on the modified update rule. Note that, in so doing, we should not consider the original optimization problem (2) but its modified version:

$$\text{maximize } D(W, H)$$

subject to $W \geq \epsilon I_{m \times r}, H \geq \epsilon I_{r \times n}$

(5)

where $I_{m \times r}$ ($I_{r \times n}$, resp.) is the $m \times r$ ($r \times n$, resp.) matrix consisting of all ones. The feasible region of (5) will be denoted by $F_{\epsilon}$.

Takahashi et al. [6] have recently presented a sufficient condition on the auxiliary function for the modified update rule to be globally convergent in the sense that any sequence $\{(W^{(0)}, H^{(0)}))_{n=1}^{\infty}\}$ generated by (3) and (4) with $(W^{(0)}, H^{(0)}) \in F_{\epsilon}$ contains at least one convergent subsequence and the limit of any convergent subsequence is a stationary point of (5). Also, they have pointed out that the sufficient condition is not satisfied for the three multiplicative update rules shown in Table 2. The main reason for this is that the boundedness of the sequence of solutions generated by (3) and (4) is not guaranteed [5].

4. New Updates based on Three Divergences

In this section, we propose to modify error functions in Table 1 and then derive $f_{ik}$ and $g_{kj}$ by using the method of Yang and Oja [3] so that the modified update rule expressed by (3) and (4) is globally convergent.

By looking at the formulas in Table 1, we can easily see that the value of $D(W, H)$ does not change if $W$ and $H$ are multiplied by any positive scalars. In other words, we can increase the values of nonzero entries of $W$ and $H$ as much as we want, while keeping the value of $D(W, H)$ fixed. This may be the reason why boundedness of solutions is not guaranteed. As a simple way to keep $W$ and $H$ bounded, we propose to add a penalty term

$$\frac{C}{2} \left( \sum_{ij} X_{ij} - \sum_{ij} (WH)_{ij} \right)^2$$

to each error function, where $C$ is a positive constant. For example, our new error function based on Kullback-Leibler divergence is given by

$$D(W, H) = \sum_{ij} X_{ij} \ln \frac{X_{ij}}{(WH)_{ij} / \sum_{ab}(WH)_{ab}}$$
Table 2: Multiplicative update rules [3] for error functions in Table 1. \(Z = (Z_{ij})\) is defined by \(Z_{ij} = X_{ij}/(WH)_{ij}\).

<table>
<thead>
<tr>
<th>Error function</th>
<th>Multiplicative updates for (W_k)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kullback-Leibler divergence</td>
<td>(W_k^{new} = W_k \left( \frac{ZH}{\sum_{ij} (WH)<em>{ij}} \sum</em>{ab} (WH)_{ab} \right)^\eta )</td>
</tr>
<tr>
<td>(\gamma)-divergence</td>
<td>(W_k^{new} = W_k \left( \frac{\sum_{i,j} (W(XH)<em>{ij})^\gamma H</em>{ij}, \ sum_{i,j} (W(XH)<em>{ij})^\gamma H</em>{ij}}{\sum_{i,j} (W(XH)<em>{ij})^\gamma H</em>{ij}} \right)^\eta ), (\eta = \begin{cases} \frac{1}{\gamma}, &amp; \text{if } \gamma &gt; 0 \ \frac{1}{1 - \gamma}, &amp; \text{if } \gamma &lt; 0 \text{ and } \gamma \neq -1 \end{cases} )</td>
</tr>
<tr>
<td>Rényi divergence</td>
<td>(W_k^{new} = W_k \left( \frac{\sum_{i,j} (W(XH)<em>{ij})^\gamma H</em>{ij}, \ sum_{i,j} (W(XH)<em>{ij})^\gamma H</em>{ij}}{\sum_{i,j} (W(XH)<em>{ij})^\gamma H</em>{ij}} \right)^\eta ), (\eta = \begin{cases} \frac{1}{\rho}, &amp; \text{if } \rho &gt; 1 \ 1, &amp; \text{if } 0 &lt; \rho &lt; 1 \end{cases} )</td>
</tr>
</tbody>
</table>

Let us now apply the unified method of Yang and Oja to this error function. In the first step, we rewrite the error function in the form of a generalized polynomial as follows:

\[
D(W, H) = \lim_{\delta \to 0^+} \frac{1}{2} \left[ \sum_{ij} X_{ij} \left( \sum_{ij} (WH)_{ij} \right)^\delta - \sum_{ij} X_{ij} (WH)_{ij}^\delta \right] + \text{constant}
\]

where “constant” represents terms independent of \(W\) and \(H\). In the second step, we obtain an auxiliary function:

\[
D(W, H, \tilde{W}, \tilde{H}) = \lim_{\delta \to 0^+} \frac{1}{2} \left[ \delta \sum_{ab} \left( \sum_{ij} ( WH )_{ij} \right)^{\delta - 1} \sum_{ik} \frac{W_{ik}^2 H_{kj}^2}{W_{ik} H_{kj}} \right] + \text{constant}
\]

In the last step, we find the unique minimizer of the function \(\phi(W) = D(W, H^{(0)}, W^{(0)}, H^{(0)})\), from which we obtain \(f_k(W^{(0)}, H^{(0)})\). Similarly, we find the unique minimizer of the function \(\psi(H) = D(W^{(0)}, H^{(0)}, W^{(0)}, H^{(0)})\), from which we obtain \(g_k(W^{(0)}, H^{(0)})\).

By using the same procedure as above, we can obtain \(f_k\) in (3) and \(g_k\) in (4) for each of the error functions based on \(\gamma\)-divergence and Rényi divergence. Explicit formulas of \(f_k\) and \(g_k\) are given in Table 3.

5. Global Convergence of New Updates

Let us consider the boundedness of the sequence of solutions generated by the three update rules obtained in the previous section.

**Theorem 1** Let \(\epsilon\) and \(C\) be any positive numbers. For any initial matrices \(W^{(0)} \geq \epsilon 1_{m \times n}\) and \(H^{(0)} \geq \epsilon 1_{m \times m}\), the sequence \((\{W^{(k)}(H^{(k)})\})_{k=0}^{\infty}\) generated by any of the three update rules given in the previous section is bounded.

**Proof** We prove this by using Lemma 1 of [5]. To do so, it suffices for us to show that there exist constants \(c_k (> 0)\) and \(\nu_k (< 1)\) such that

\[
\forall W \geq \epsilon 1_{m \times n}, \forall H \geq \epsilon 1_{n \times n}, \ f_k(W, H) \leq c_k W_{ik}^{\rho_k} \tag{6}
\]

for all pairs of \(i\) and \(k\) and there exist constants \(d_k (> 0)\) and \(\mu_k (< 1)\) such that

\[
\forall W \geq \epsilon 1_{m \times n}, \forall H \geq \epsilon 1_{n \times n}, \ g_k(W, H) \leq d_k H_{kj}^{\mu_k} \tag{7}
\]

for all pairs of \(k\) and \(j\). Let us consider the new update rule based on Kullback-Leibler divergence. Since

\[
f_k(W, H) < W_k \left( \sum_{i,j} X_{ij} (WH)_{ij} + C \sum_{i,j} X_{ij} H_{ij} \right)^{1/2} \]

the condition (6) is satisfied. In the same way, we can show that the condition (7) is also satisfied. As for the update rules based on \(\gamma\)-divergence and Rényi divergence, we can also prove that both (6) and (7) are satisfied. However, we omit the details due to lack of space.

\[\square\]
Table 3: $f_{ik}$ and $g_{kj}$ in new update rules.

<table>
<thead>
<tr>
<th>Error function</th>
<th>$f_{ik}(W, H)$ and $g_{kj}(W, H)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kullback-Leibler divergence</td>
<td>$f_{ik}(W, H) = W_{ik} \left( \sum_i X_{ij}(WH)<em>{ij}^{-1} H</em>{ij} + C \sum_{ab} X_{ab} \sum_i H_{ij} \right)^{\frac{1}{2}}$ $g_{kj}(W, H) = H_{kj} \left( \sum_j X_{ij}(WH)<em>{ij}^{-1} W</em>{ik} + C \sum_{ab} X_{ab} \sum_i W_{ik} \right)^{\frac{1}{2}}$</td>
</tr>
<tr>
<td>$\gamma$-divergence</td>
<td>$f_{ik}(W, H) = W_{ik} \left( \sum_{ab} X_{ab}(WH)<em>{ab}^{\gamma} \sum_j X</em>{ij}(WH)<em>{ij}^{-1} H</em>{ij} + C \sum_{ab} X_{ab} \sum_i H_{ij} \right)^{\frac{1}{1+\gamma}}$ $g_{kj}(W, H) = H_{kj} \left( \sum_{ab} X_{ab}(WH)<em>{ab}^{\gamma} \sum_i X</em>{ij}(WH)<em>{ij}^{-1} W</em>{ik} + C \sum_{ab} X_{ab} \sum_i W_{ik} \right)^{\frac{1}{1+\gamma}}$ $\text{where } \eta = \begin{cases} 1/(1+\gamma), &amp; \text{if } \gamma &gt; 1 \ 1/2, &amp; \text{if } 0 &lt; \gamma &lt; 1 \ 1/(2-\gamma), &amp; \text{if } \gamma &lt; 0 \text{ and } \gamma \neq -1 \end{cases}$</td>
</tr>
<tr>
<td>Rényi divergence</td>
<td>$f_{ik}(W, H) = W_{ik} \left( \sum_{ab} X_{ab}(WH)<em>{ab}^{1+\rho} \sum_j X</em>{ij}(WH)<em>{ij}^{-1} H</em>{ij} + C \sum_{ab} X_{ab} \sum_i H_{ij} \right)^{\frac{1}{1+\rho}}$ $g_{kj}(W, H) = H_{kj} \left( \sum_{ab} X_{ab}(WH)<em>{ab}^{1+\rho} \sum_i X</em>{ij}(WH)<em>{ij}^{-1} W</em>{ik} + C \sum_{ab} X_{ab} \sum_i W_{ik} \right)^{\frac{1}{1+\rho}}$ $\text{where } \eta = \begin{cases} 1/(1+\rho), &amp; \text{if } \rho &gt; 1 \ 1/2, &amp; \text{if } 0 &lt; \rho &lt; 1 \end{cases}$</td>
</tr>
</tbody>
</table>

We finally consider the global convergence of the new update rules. Because all auxiliary functions used for obtaining the three update rules satisfy the condition in Theorem 1 of [6], we have the following result.

**Theorem 2** Let $\epsilon$ and $C$ be any positive numbers. For any initial matrices $W^{(0)} \succeq \epsilon I_{n \times r}$ and $H^{(0)} \succeq \epsilon I_{r \times m}$, the sequence $((W(t), H(t)))_{t=0}^{\infty}$ generated by any of the three update rules given in the previous section has at least one convergent subsequence and the limit of any convergent subsequence is a stationary point of the problem (5).

6. Conclusion

We have proposed three new error functions based on Kullback-Leibler divergence, $\gamma$-divergence and Rényi divergence for NMF, and derived three new update rules. We have also shown that all of these update rules have a global convergence property. However, it is not clear how the solutions obtained by the proposed update rules depend on two parameters $\epsilon$ and $C$. We leave this as a future problem.
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